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ABSTRACT

The physical processes which are involved in the com-
bustion chamber of reciprocating engines are so complex, the
range in characteristic length and time scales is so large that
it is highly unlikely that a complete detailed description of all
these phenomena by mathematical modelling will ever be avail-
able. Hence it is extremely important to state each modelling
problem correctly and to select the type of model and the level
of simplifications in accordance with the objectives. An exam-
ple of this approach is given in the case of knock modelling.
Emphasis is made on the fact that the design of a combustion
model dedicated to piston engines requires a coupled theoretical
and experimental approach in order to validate the numerical
algorithm and the various physical sub-models involved. The
general features of multidimensional models are described and
the paramount of turbulence influence is pointed out. The phys-
ical submodels describing heat transfer, combustion, etc. play
an important role in multidimensional modelling and are all in-
fluenced very significantly, if not controlled by the turbulence
modelling. A few physical sub-models which are currently used
for modelling of fluid-dynamics and combustion in reciprocating
engines are discussed.

INTRODUCTION

The basic principle of the piston engine has been known
for more than a century. Despite this, it has continued to be the
subject of new optimization studies. In addition to conventional
four-stroke, spark ignition and Diesel engines, specific processes
have emerged, such as rotary piston engines, two-stroke engines
and stratified charge engines. This has justified an additional
research effort in this field.

Today, the piston engine is still the subject of major re-
search, for three reasons. First, this type of engine is very pop-
ular and universally widespread, particularly for applications in
the transportation industry. Average engine performance, in
terms of efficiency and pollutant emissions, has repercussions
extending to the planetary scale. The second reason is that
the combustion process, which largely conditions engine perfor-
mance, is extremely complex, and still far from perfectly un-
der control today. In these conditions, the margin of improve-
ment can still be considered as relatively wide. The third reason
explaining the large amount of research and development de-
voted to the reciprocating engine can be found in external con-

straints, such as legislative requirements (such as anti-pollution
standards), technical constraints (such as the availability of a
fixed octane number fuel), and marketing constraints, includ-
ing the public demand for compact, fuel-efficient and flexible
engines etc. These constraints require engineers to develop and
propose increasingly sophisticated solutions, so as to improve en-
gine performance even further. From this standpoint, the control
of combustion in the cylinder remains a key objective, but one
that is difficult to attain due to the complexity of the processes
involved.

This has also explained the effort devoted by many re-
searchers to the mathematical modelling of fluid dynamics and
combustion in piston engines. Bracco [1] and Heywood [2] pro-
pose the following classification for the different computer mod-
els applied to piston engines: zero-dimensional, quasi-dimensional
and multi-dimensional models. Zero-dimensional models essen-
tially deal with equations of thermodynamics [3] and are ideal
for investigating energy balances, the analysis of energy losses, or
the adaptation of an engine to a turbocharger, for example [4,5].
They help to provide a basic preliminary diagnosis concerning
the potential of new solutions, such as the thermal insulation ef-
fect of the walls of the combustion chamber of a precombustion
chamber engine [6]. Quasi-dimensional models make a major
contribution by introducing the concept of space: for example,
the model can predict the propagation of the flame front in a
spark ignition engine [7] or the penetration and combustion of
a fuel jet in a Diesel engine [8). However, given the number of
simplifications required, it is still required to fit these models to
experimental results, limiting their field of application. These
models are nevertheless capable of outstanding performance if
they are not expected to have an extremely predictive charac-
ter. A model of this type developed by Kyriakides and Dent and
applied to the modelling of nitrogen oxide and soot emissions in
a Diesel engine fairly closely reproduces the experimental ten-
dencies [8].

Yet most authors agree that only multi-dimensional mod-
els offer the potential of ultimately being really predictive, in so
far as they take account of a much more detailed description
of the geometry of the combustion chamber and of the physical
processes involved. In particular, they help to provide a much
more realistic description of the internal fluid dynamics and tur-
bulence [9], and even their interaction with combustion. Despite
this greater potential in terms of predictions, these models are
not likely to supplant the other two. First, because they are
much more difficult to employ, much more costly in computer
time, and, above all, because they are not designed to handle the
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same problems. For example, a simple two-zone thermodynamic
model is the best for examining the parameters explaining the
difference in energy efficiency between a direct injection Diesel
engine and a turbulence precombustion chamber engine [6]. AL
ter 'fitting’ the model to the operation of an actual engine, it
is easy to examine successively the effect of the different possi-
ble causes of losses: thermal losses in the prechamber, pressure
drops in the connecting passage, delayed timing of combustion,
etc. The optimization of the swirl level in the prechamber by
acting on the main geometric characteristics of the combustion
chamber (average diameter of prechamber, direction and cross-
section of the transfer channel) can be carried out without dif-
ficulty using a quasi-dimensional model resolving the equation
of conservation of the angular momentum during the compres-
sion/expansion cycle [10]. However, only a three-dimensional
model can really help to optimize the details of the prechamber
geometry, as for example the choice of the position of the glow
plug or that of the piston recess [11].

Briefly, the objectives of mathematical modelling in the
long term are to provide engine makers with CAD tools for the
optimization of combustion chambers with respect to many con-
straints such as energy efficiency and pollutant emissions. In
the shorter term, the models can already provide substantial
aid in understanding for limited aspects. One of the essential
properties of mathematical models is their ability to synthetize
dispersed experimental results. This is not really a case of pre-
dictivity’ because many experiments are sometimes required to
fit the models, but this provides a very elegant means of ef-
fectively using a large body of information unusable in another
form.

This article essentially deals with multi-dimensional mod-
els, which appear to be the most promising, and which have
attracted the largest development efforts in the world today.

MODEL DESIGN

The design of a combustion model applied to the piston
engine must begin by an examination of the physical processes
involved. This examination reveals the extremely complex char-
acter of the problem.

¢ To begin with, the engine is an open thermodynamic sys-
tem, because it admits fresh gases and expels burnt gases
through the intake and exhaust ports respectively. Even
apart from the mass transfers they imply, these two phases
play an extremely important role in combustion itself (see,
for example, the scavenging effect in the two-stroke engine,
and the swirl effect in the direct injection Dieselvengine).

Moreover, the mechanisms are highly unsteady. The dis-
placement of the piston and valves are unsteady aspects
which are immediately observed (the engine speed varies
by a ratio of ten). Added to this is the penetration of the
fuel jet in diesel engines, flame ignition and propagation,
heat transfers, liquid fuel vaporization, establishment of
the boundary layer, compression of turbulent eddies, etc.
For many of these processes, it is often not possible to
apply quasi-steady state assumptions.

Combustion chambers are three-dimensional, and their ge-
ometric characteristics are often complex. This aspect can-
not be ignored because it represents one of the main means
of their optimization.

o Confinement is large (the volume of the chamber varies
during the cycle by a ratio of about 10 to 20). The presence
of the walls plays an essential role in many key processes:
heat loss, production of unburnt hydrocarbons by flame
quenching at the wall or in the crevices, pre-ignition due
to deposits, effect of the boundary layer on the production
of turbulence, etc.

The internal flow is dominated by turbulence, which influ-
ences most of the other mechanisms, such as combustion.
The situation is even more complex as flame propagation,
which can be accelerated (wrinkling effect) or slowed down
(stretch effect) by the turbulence, itself contributes to cre-
ate turbulence that can react on the subsequent phases of
combustion.

e The combustion of hydrocarbons involves many complex
chemical reactions. Warnatz [12] uses kinetic schemes ac-
counting for many hundreds of elementary steps and species
to describe the combustion of pure hydrocarbons. Since
commercial motor fuels are mixtures of several hundred
pure hydrocarbons, one cannot imagine the number of
equations that would have to be included in a complete
chemical model.

¢ Naturally, and especially for diesel engine, reactive flow is
heterogeneous and two- or even three-phase. Introduced
in liquid form, the Diesel fuel is vaporized, mixes with air
and then burns, generating solid particles of soot.

¢ What makes modelling especially difficult is the large num-
ber of characteristic time and space scales. The best illus-
tration is provided by turbulence, whose spectrum extends
in the engine from the integral scale to the Kolmogorov
scale, which is about one hundred times smaller [13]. Sim-
ilarly, whereas the engine bore is typically 8 to 10 cm, the
thickness of the flame front is estimated about 1000 to
10000 times smaller [13].

If the scale of the crankshaft angle (50 ps at 3000 r.p.m.)
is generally sufficient to describe the change in pressure
in the cylinder of a spark ignition engine in the absence
of knock, it is necessary to drop to a time scale at least
ten times smaller to describe the pressure waves due to
auto-ignition of the end gases. Naturally, the time scales
associated with chemical reactions in the flame front or
with the smaller turbulence scales are even much smaller.

The foregoing list shows that any attempt to describe
completely all the physical processes occurri ngin an engine would
be doomed to certain failure, because no computer yet exists to-
day that can handle such a problem in a realistic timne interval.

In designing a new model, it is therefore fundamentally
important to ask the following three questions.

o What are the objectives of the model?
¢ What are the dominant physical processes?
e What simplifications can be made?

MODELLING OF KNOCK

Let us consider the example of modelling knock.

There is now a virtually general consensus [14,15,16] to
ascribe knock to the auto-ignition of end gases before the end of
normal combustion. Yet this remark does not suffice to charac-
terize knock fully in a piston engine.



It is well known that knock is strongly influenced by the
characteristics of the fuel itself. Based on standardized tests on
the CFR engine, the RON and MON octane numbers help to
characterize the knock resistance properties of any fuel. The
composition of the fuel and the type of additives (such as tetra
ethyl lead) can hence be optimized to obtain the requisite RON
level. This is the first objective that can be assigned to a knock

model.

If, however, the motor fuel is imposed, the model will
rather be intended to optimize the engine and hence the moment
of appearance of knock and its intensity. Knock only appears if
auto-ignition occurs when a significant mass of fresh gas has not
yet been consumed by the normal propagation of the flame, and
the destruction of the combustion chamber walls need only be
feared if the thermal and mechanical stresses of the metal are
sufficient, namely if the knock intensity is sufficiently high. The
knock intensity is thus often associated with the amplitude of the
high-frequency pressure oscillations in the combustion chamber
[18,19], as shown on Figure 1.

As we can see, for the same process, namely knock, the
model may have several objectives: prediction of intrinsic prop-
erties of the fuel, prediction of the time of appearance of knock
or its intensity.

The model selected will depend on the objectives set.
The optimization of anti-knock properties of a fuel by modelling
would require a detailed description of the elementary chemi-
cal steps, the species, and the radicals set in play by the re-
actions leading to auto-ignition, so as to identify subsequently
the chemical species capable of inhibiting the elementary steps
controlling auto-ignition. In this case, the examination of the
characteristic time scales of the chemistry and of the turbulence
helps rapidly to ignore the influence of turbulence on the reac-
tions involved in auto-ignition. The work of Westbrook [20] and
Warnatz [21], concerning the compilation of extremely detailed
kinetic schemes, is a step in this direction, although it is still in
the model validation stage for the time being [15].

It is unnecessary to take account of so many kinetic equa-
tions if one only wishes to predict the time of the onset of
knock for known motor fuels such as the Primary Reference Fu-
els (PRF) and in the actual engine running conditions. The
semi-empirical models of Kirsch (8 equations), Cox (15 equa-
tions), and Keck (18 equations), success in reproducing the auto-
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Fig. 1 Single cycle pressure trace measured under
knocking conditions (4000 rpm).
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ignition times measured on the fast compression machine [14,22]
or on a constant volume bomb [17], and even, in certain cases, the
times of the onset of knock measured on an engine [23]. These
models account in particular for the chemistry of the cool flames,
whose effect is especially important for certain very low octane
fuels, like n-heptane, and for a temperature range between about
600 and 800 K. These reactions are inhibited above 800 K, caus-
ing auto-ignition in two steps in the conditions investigated by
Kirsch [14] on the fast compression machine (Figure 2).

In fact, the model can be further simplified if one exam-
ines the specific conditions associated with the operation of the
piston engine. To begin with, the RON octane number of the
fuels used on the actual engine is never less than 85 in prac-
tice. Furthermore, the time during which the fuel/air mixture
is subjected to pressure and temperature conditions liable to
cause auto-ignition is relatively short, especially at high speed,
particularly because of the contradictory effect of normal com-
bustion, which compresses the fresh gases while consuming them.
Moreover, various authors have pointed out that the tempera-
ture at which auto-ignition occurred for PRF with octane num-
bers higher than 85 was around 900 to 950 K [19,24]. In these
conditions, the temperature range in which cool flame type re-
actions occur is traversed very rapidly in the engine cylinder,
and no two-step auto-ignition is observed, even if one effect of
the pre-reactions could be to raise the temperature of the end
gas before auto-ignition [20]. In view of these considerations,
we have proposed an extremely simplified model, with a single
kinetic equation [25]. According to this model, knock occurs at
time t; when the following integral is equal to 1:
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where A, n and B are the parameters of the model which only
depend on the fuel, and P and T the pressure and temperature
of the end gases.

Figure 3 shows a comparison between the knock onset
angle calculated using the model and the one determined exper-
imentally from the cylinder pressure for more than 2000 indi-
vidual cycles measured in three different intake configurations
(at variable swirl level) and for 16 operating points (speed, load,
ignition timing). The engine was supplied with PRF 80 to 100
[26]. In this case, the end gas temperature is calculated from
the pressure using a two-zone thermodynamic model. Calcu-
lation/experiment agreement can be considered relatively good
given the experimental uncertainties. This result demonstrates
that, in some situations, when very simplifying hypotheses are
justified, extremely simple models can fairly faithfully reproduce
apparently highly complex processes.

Naturally, this model provides no indication about the
knock intensity, and it is necessary to go on to another class of
models to deal with this problem. The thermal and mechani-
cal stresses undergone by the walls of the combustion chamber
are often associated with the amplitude of the cylinder pressure
oscillations, which themselves depend on the geometric shape
of the combustion chamber. Only a multi-dimensional model
accordingly appears capable of dealing with the problem of the
propagation of waves resulting from the sudden release of energy
associated with auto-ignition. As an example, Figure 4 shows the
change in the cylinder pressure calculated at two points of the
engine chamber. These calculations were carried out using the
KIVA three-dimensional code [27] and assuming auto-ignition
of all the end gas. This assumption is clearly too simplifying
and should be refined as a function of the available experimental
results [28].

The foregoing discussion was intended to show that the
choice of a simulation model depends primarily on the objectives
set for the modelling.

MULTI-DIMENSIONAL MODELLING

The basic equations of multi-dimensional models include
the conservation of mass, continuity of species m, momentum
and energy.
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These equations employ averaged variables. It is impos-
sible in practice to calculate the instantaneous values, hecause it
would be necessary to reduce the time step and the mesh size in
order to describe the smallest scales of turbulence and chemistry.

The following terms cannot be calculated directly and
must be determined by different sub-models. p*: mass produc-
tion term per unit volume due for example to vaporization of
liquid fuel, p3,: mass production term per unit volume of species
m due for example to chemical reactions, F?*: source term of
momentum, g: stress tensor, .J: heat flux vector, Q‘: en-

ergy production term due for example to combustion or to heat
transfers at the walls.

The qualities of the computer model must therefore con-
cern three aspects, numerical, physical and computerization.

The space and time discretizations of the equations, to-
gether with the numerical algorithms employed, obviously play
a fundamental role in the performance of a computer model.
The numerical model is selected according to a number of com-
promises concerning accuracy, stability and computation cost.
Figure 5 is taken from reference [29]. It shows a comparison
between different numerical methods used to calculate convec-
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tion and tested here for the academic case of the convection of
a square-shaped scalar profile. The errors due to computation
vary widely accordingly to the convection scheme employed.

Numerical tests of this type must be supplemented with
specific experimental validations. This step is indispensable to
avoid attributing to the physical sub-models defects that are
actually ascribable to the numerical schemes.

The mesh density plays a very important role. Gosman
[30] estimated that meshes with a density of 50 x 50 x 50 nodes
were necessary for a reliable description of the complex geometry
of combustion chambers of piston engines. These mesh densities
obviously entail very long computer time, hence the value of
developing techniques for locally refining the mesh or techniques
for self-adaptative meshes. However, the piston engine does not
offer an easy framework for this type of technique, becausc the
velocity, pressure, temperature and concentration gradients are
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numerous in the combustion chamber of a piston engine and not
necessarily located at the same places.

The development of physical sub-models also requires ma-
jor experimental work, for two reasons. First, specific experi-
mental investigations are necessary to gain a better understand-
ing of the mechanisms observed. For example, laser tomogra-
phy techniques developed and used to analyze the structure of
flame front wrinkling in a premixed {lame in a spark ignition
engine [31,32] are essential for a better understanding of com-
bustion regimes as a function of turbulence. It is also necessary
to perform validation experiments to ensure the validity of the
sub-models employed: for example, laser Doppler anemometry
has been used for a long time to validate CFD codes [33,34,35].
The experimental investigations are thus indissociable from the
development of multi-dimensional computer codes and are first
used to validate the numerical schemes and then the physical
sub-models.

The computer aspect should not be ignored. The vector-
ization of computation loops helps, for example, to gain enor-
mously in computer time on large vectorial computers, Simi-
larly, a substantial reduction in computer time can be achieved
by adapting the computer code to the structure of parallel com-
puters [36]. The property of a numerical algorithm to lend itself
easily to vectorization becomes an advantage worth considering.
The contributions of data processing are also important in the
area of pre- and post-processing. The ease of use and execution
of a computer code largely depends on the quality of the mesh
generator used or of the means of graphic representation [35].

Cold-flow modelling

As stated above, the type of flow in the piston engine is ex-
tremely important for combustion. Turbulence conditions many
physical processes such as the formation of the fuel/air mixture
{which is essential in Diesel and stratified charge engines), heat
transfers at the walls and combustion. Moreover, the random
nature of turbulence and the fact that it corresponds to highly
variable space scales explains why it is impossible in routine
practice to proceed with the direct simulation of instantaneous
Navier Stokes equations. It is therefore necessary to carry out
an averaging of the equations in order to calculate the average
quantities and their fluctuations. For example, the instanta-
neous fluid velocity u (u;, uj, u;) is broken down as follows:

w=<u> +u
where < u > is the average velocity and ¥/ its fluctuation.

The introduction of this expression into the Navier Stokes
equations helps to write the equations for average quantities such
as < % >, but also generates additional unknowns such as the
Reynolds tensor < pu;u; >. This tensor is often interpreted as
a turbulent stress tensor and introduced into a.

The Reynolds stress tensor can be interpreted in different

ways according to the method adopted for averaging the equa-
tions.

Reynolds [37] considered two basic approaches for averag-
ing the Navier Stokes equations: Full Field Modelling and Large
Eddy Simulation. Large Eddy Simulation, (or Subgrid Scale
Simulation), consists in fact in carrying out a space averaging of
the equations. To describe it roughly, in this method, the turbu-
lence effects are calculated directly for space scales larger than
a filter scale, and the turbulence model is only used to calculate
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small space scales. The filter scale is a function of the mesh size.
The value of this approach is that the modelling of small scales
is easier because it displays a more universal character and be-
cause turbulence is more isotropic. Moreover, every calculation
corresponds to a unique process, and it is then possible to calcu-
late the cyclic variations by increasing the number of runs. As
an example, the first version of KIVA [27] uses a modelling of
turbulence in the form of an SGS model. The maximum scale
of the turbulence model (or sub-mesh scale) is imposed from
the mesh size and the turbulence intensity k calculated from
a transport equation. Intermediate between direct simulation
and Full Field Modelling, this type of modelling seems highly
promising but presents many drawbacks in practice. To begin
with, given the nature of turbulence, the calculations must be
three-dimensional, the meshes must be sufficiently refined, and
the time steps sufficiently small to enable direct calculation of a
part of the turbulence spectrum. The numerical schemes must
be of a high order precision in order to calculate the true effect of
large-scale turbulence and to avoid the numerical diffusion only
attributable to inaccuracies of the model. Moreover, access to
the overall averages representing the quantities conventionally
measured by laser Doppler anemometry systems requires a large
number of numerical executions so as to include the effect of
cyclic fluctuations. All these remarks point out that the major
drawback of SGS modelling of turbulence is the necessarily long
computer time. In practice, computer capacities do not allow
extremely fine meshes for applications to actual engine configu-
rations. In these conditions, SGS modelling is reduced to FFM,
and the turbulence model must include all the turbulence scales.

In general, for applications to the piston engine, for which
the internal flow can be considered as periodic, the governing
equations are ’ensemble-averaged’ or phase-averaged rather than
time-averaged. A first approach of FFM consists in calculating
each of the terms < wjuj > of the Reynolds stress tensor using an
RSM (Reynolds Stress Model), which employs a transport equa-
tion for each of them. This approach is relatively cumbersome
and has therefore not been applied often to piston engines [38].
Yot it can provide comparative details with respect to simple
models like k — &: Jennings and Morel have shown, for example,
that, for the uni-dimensional compression of a homogeneous tur-
bulence, the predictions of the Reynolds stresses by a k —¢ model
were considerably different from those of an RSM model, in the
neighborhood of Top Dead Center for reasons of anisotropy [39].

The k£ — ¢ model is in fact the most widely used model for
internal combustion engine applications [29,33,34,40]. Accord-
ingly, the turbulent stress tensor is calculated by analogy with
laminar flow:

<puuy>=p [(Qu) + (Yw)f - 2/3¥aD)] - 2/3 kL

where = + p¢  and gy is the laminar viscosity and

Kt = Cup%

k = < ulu! >, the turbulent kinetic energy and ¢, its
dissipation rate, are described by the following equations:
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with C1 = 1,44, C2 = 1,92, C3 = variable, C,, = 0,09.

The term C3 varies for the different authors and accounts
for changes of length scale as a function of compression.

A final simplification consists in further reducing the num-
ber of closure equations. The mixing length model, for example,
only has the equation in k and ¢ is calculated from:

3

k2

€ = C =~

l

where [ is the mixing length scale.

An even greater simplification is to impose the turbulent
diffusivity ¢ This selection is fairly well employed due to its
great simplicity, and does not necessarily yield totally incorrect
results.

El-Tahry [38] tested the respective performance of a con-
stant diffusivity model (CDM), an RSM model and a k—¢ model,
by comparing for each of these models the results of the simu-
lation with the measurements taken in an axi-symmetric engine
[41]. The RSM model gives the best results and fairly accurately
reproduces the average velocity profiles measured, and also the
turbulence profiles in certain non-isotropic cases. The results of
the k — ¢ model, although not as good, remain satisfactory in
most cases. The constant diffusivity model gives results that are
even more inferior, but the average velocity profiles calculated
comply with the tendencies, provided the diffusivity is calibrated
for each case.

It is important to stress here the role assigned to the tur-
bulence model in multi-dimensional modelling codes applied to
piston engines. For cold flows, to predict correctly the aver-
age velocity fields, a correct estimation of the level of turbulent
pseudo-diffusivity is essentially demanded. However, for reactive
flows or with heat transfers, it is also necessary to obtain struc-
tural data that are much more difficult to predict, such as the
intensity and different time and length scales of the turbulence.
This point has not yet been fully elucidated today.

Boundary conditions at valves

The intake phase plays a particularly important role in
the determination of the average flow and the level of turbulence
at the time of combustion. This phase is especially difficult to
calculate, and particularly the flow at the valve.

A simple solution consists in limiting the calculation range
of the engine cylinder and imposing boundary conditions at the
valves on the basis of data such as the intake flow rate and valve
seat angle. As an example, Figure 6-a shows an axi-symmetric
engine that was used by Lance et al. [42] to compile a data
bank of velocities measured by LDA and used to validate the
CFD codes applied to the piston engine. This configuration was
modelled using a version of the KIVA computer code using a
k — ¢ model. Figure 6-b shows the used mesh. The valve is
modelled in the form of a moving boundary opening and closing
an annular port in the combustion chamber.

The calculations presented here were made for a configu-
ration with swirl at 1000 rpm and the velocities imposed at the
port were determined (profile and amplitude) from the measure-
ments. Figures 6-c to 6-h show various computation/experiment
comparisons concerning the profiles of average axial and tangen-
tial velocities and turbulent fluctuations. Although the mesh is
relatively coarse, the computations accurately reproduce the av-
erage velocities measured. The difference between the measured
axial turbulent velocity and the calculated turbulent velocity can
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partly be attributed to anisotropy effects and to excessive diffu-
sion due to an excessively coarse mesh. In fact, the definition
of the boundary conditions at the valves raises real problems for
complex intake and combustion chamber geometries.

Bicen et al. [43] measured detailed velocity fields at the
exit of an intake valve obtained by laser Doppler anemoinetry
for steady and various unsteady conditions. They showed that,
over the valve lift range investigated, the flow pattern at the

valve exit and the flow rate exhibited various regimes. They
easured valve discharge coefficients estimated from compar-
isons between experimental steady-state flow rate and theoreti-
cal flow rate computed from pressure drop through the induction
port. This discharge coeflicient varies a little with pressure drop
and strongly with valve lift. It was found to vary between 0.7
and 0.45 depending also on the design of the intake port. The
velocity angle was found to be very close to the valve seat angle,
Le. 45 degrees. However, Gosman et al [44] found that, for an
axi-symmetric inlet arrangement and a shrouded valve, the flow
exited at the same angle as the seat angle (45 degrees) for valve
lifts up to 5.5 mm, but for higher lifts moved towards the cylin-
der head with an exit angle of about 27 degrees. Brandstitter
et al. [45], who described a combined experimental theoretical
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investigation into the intake flow produced by a helical port,
also performed measurements of the three velocity component
profiles at the valve exit in steady-state conditions. They found
flow angles with cylinder head varying from 35 to 45 degrees (i.e.
seat angle) but with no direct connection to valve lift. El-Tahry
et al. [46] made the same kind of velocity profile measurements
but using hot wire anemometry in an internal combustion en-
gine running at 1500 r.p.m. Their results were very complex as
the inlet velocity profiles continuously changed shape during a
significant phase of the intake process.

To avoid this problem related to the definition of bound-
ary conditions at the valve exit, one solution could he to model
the actual geometry of the inlet/port valve assembly as done by
Gosman et al. [47] or Isshiki et al. [48] and thus to transfer
the problem of definition of velocity boundary conditions to the
intake port opening, which seems to be much easier.

This is why many authors now include the intake port in
the calculation area [49,50,51,52,53]. This presents the drawback
of increasing the size of the mesh, especially since it is necessary
to refine the mesh locally in the valve seat zone.

Consideration of the intake pipe is not absolutely neces-
sary if the internal flow displays very clear characteristics, im-
posed by the geometry of the intake system or of the combustion
chamber. Henriot et al. [54] modelled several intake configura-
tions on the basis of an engine with four valves per cylinder
using the KIVA code. Figure 7 shows the three configurations
modelled. Configuration A corresponds to intake by two valves,
configuration B to intake by a single valve with shroud, and
configuration C to intake by a single valve without shroud. For
configurations B and C, the mesh shown in Figure 8 was em-
ployed. It can be seen that the intake pipe has not been taken
into account, and the velocity boundary conditions at the moving
valve have been imposed arbitrarily: uniform radial profile out-
side the shroud zone, velocity direction determined from the seat
angle, and amplitude calculated from the pressure drop. Despite
these rather simplifying hypotheses, the modelling fairly accu-

Intake valves
Spark plug@
Intake valve A Intake valve

R\, O

B

Fig. 7 Definition of test engine configurations.

Shroud
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Fig. 8 Mesh No 1.

rately reproduces the experimental velocity profiles obtained by
LDA for configuration B, as shown by Figures 9.a to 9.d. For
configurations A and C, calculation and experiment reproduce
the fluid dynamic structure of an inclined tumble: combination
of tumble and swirl. This structure is fairly simple, rather stable
and hence relatively unaffected by small changes in the intake
ard hence in the boundary conditions at the valve.

On the contrary, the flow field is rather complex and un-
stable with configuration A. In these conditions, the mesh shown
in Figure 10 proved to be incapable of correctly reproducing the
interactions between the two air jets issuing from the two intake
valves. A more complex mesh including part of the intake port
was therefore used [54] and helped to obtain far better results
(Figure 11). Figure 12 shows a representation of the velocity
field calculated at the BDC, and Figure 13 description of the in-
take phase through a plot of the fuel isoconcentrations. The k—¢
model in particular, closely reproduces the change of the average
turbulent kinetic energy determined experimentally for each of
the configurations, as a function of crank angle (Figure 14).

Modelling of heat transfers at the walls

The heat transfers at the walls in the combustion cham-
ber play an essential role on the behavior of the wall materials,
the engine thermal efficiency, and even the emissions of NO,,
unburnt hydrocarbons, as well as knock, by their action on the
temperature of the gases.

A detailed description of the transfer mechanism in the
boundary layer would require a refined mesh in the neighbor-
hood of the wall incompatible with realistic computer time for
three-dimensional modelling of complex geometries. Even low-
Reynolds number models, which provide for continuity of the
k ~ ¢ equations in the neighborhood of the wall [55,56] require
very refined meshes, although it has been demonstrated that
they are more efficient than the wall functions, especially in the
presence of high pressure gradients.

In actual fact, the wall functions which offer an advantage
of obvious simplicity, because they are based on the properties of
the fluid outside the boundary layer, are rather widely employed
for applications to piston engines [30,40,57,58].

The wall functions are based on the assumption of incom-
pressible and steady-state boundary layer flow.

The tangential velocity at the node closest to the wall pre-
sumed to be located in the turbulent boundary layer is governed
by a logarithmic function:

Ut = U/U* = Flog(Ey*) if yt > 116

U+ = yt if yt <116

e

and y*t = Enlfj_‘_

where U* = (—’—:;1)

predictions -e- - —e - measurements

10m/s

(a) X component

(c) Z component

(d) X component

Fig. 9 Comparison of three measured and predicted
components of the velocity in configuration
B at 60 degrees BTDC.
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z,: distance from node to wall, v;: molecular viscosity, myy:
shear stress at wall, p: fluid density, E = 9,2 and K = 0,4

In [57] and [58], 7w is calculated as follows:

_ ety 4
W = L“W if y*> 116

rw = pUfz, if yt <116

If q is the heat flux and h the heat transfer coefficient:

_ _ pCpCL/t 112 e 4
b= 1 = mraEmierey VT2 116
h= pz if yt <116

where T and T, are the gas and wall temperatures respectively:

Pr o\ V4
! _ y i -T
P(oh) = 9.24 (0’T 1) (Pr)

Pr is the laminar Prandtl number and o7 and o two
turbulent Prandtl numbers.

This model served to obtain relatively good agreement be-
tween the calculated heat fluxes and those measured using quick
response thermocouples installed in the combustion chamber of
an engine in driven mode [40]. Figure 15 shows the results ob-
tained by Gilaber et al. [58] for operation in combustion. In this
case, the combustion model has been calibrated with the exper-
imental rate of total energy release. A comparison between the
measured and calculated heat fluxes at a point of the cylinder
head for different ignition timing and for different engine speeds
is provided. The calculation/experiment agreement is relatively
good, except perhaps at 500 r.p.m.

In a recent publication, Huh et al. [59] suggested a vari-
ant of the wall function and an approximate uni-dimensional
solution to the energy equation of the wall, in order to improve
the transient behavior of the boundary layer model. However,
comparisons with the experiments performed failed to demon-
strate any real superiority of these models with respect to the
law-of-the-wall.

Modelling of combustion in spark ignition engines

Combustion in piston engines is so complex that no really
satisfactory models yet exist today. One essential reason is that
the nature of the turbulence/chemical reaction interactions are

not sufficiently well known to propose an appropriate theoretical
approach. Most of the models proposed today are still based on
such simplifying hypotheses that one can only view them with
great circumspection concerning their real validity.

In a famous publication, Abraham et al. [60] used a di-
mensional analysis based on the different length and time scales
to identify the main regimes encountered by turbulent premixed
flames. Figure 16 illustrates these regimes in a diagram ex-
pressed as a function of the Damkdhler number Day = L where
Tt is the characteristic time of turbulence associated with the in-
tegral scale A, 7y the characteristic time of the chemistry and the
turbulent Reynolds number Ry = l‘%‘- where ' is the turbulent
velocity fluctuation and v the kinematic viscosity.

Like Abraham et al, Borghi [61] identified three main
regimes which are shown in Figure 17 in a v//u;, A/§; diagram,
where u; is the flame velocity and 6 the thickness of the lami-
nar flame. The region of wrinkled flames is observed when the
thickness of the flame front §; is smaller than the smallest tur-
bulence length scale, the Kolmogorov scale If so, the in-
fluence of chemistry is not predominant. On the contrary, if
7y is higher than 7, this applies to the regime of distributed
reactions, and the flame front is thick: this is the region of well-
stirred reactors, where the influence of chemistry if predominant.
The different experimental indications obtained on the basis of
Schlieren displays [62] and laser tomography [31,32] did not make
it possible to draw a very clear conclusion on the type of com-
bustion regime effectively found in spark ignition engines. The
dimensional analysis performed by Abraham et al. indicates in
fact that, depending on the engine operating conditions (speed,
fuel/air ratio), the combustion regime representative of the en-
gines would extend from wrinkled flames to thickened-wrinkled
flames. This region is relatively unknown and difficult to model.
Note that this analysis of combustion regimes is merely indica-
tive, given its underlying simplifications. In particular, the in-
fluence of the stretch and curvature due to turbulence and liable
to cause local flame speed modification or extinction, as well as
the transient character of combustion, whose effect is probably
very significant in the engines, are not taken into account [63].

A specific characteristic of spark ignition engines is asso-
ciated with the cyclic variations in combustion. Figure 18 shows,
for three different individual cycles, the successive positions of
the flame front visualized in an engine by Baritaud [64] using
a shadowgraphy technique. Substantial differences are observed
from one cycle to another in terms of flame convection as well
as propagation velocity. The cyclic variations in combustion are
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Fig. 15 Comparison between computed and measured heat fluxes.
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clearly influenced by cyclic variations in the internal fluid dy-
namics. There is now a virtually general consensus that cyclic
variations in combustion are directly related to the combustion
initiation conditions. According to Keck et al. [65], the propaga-
tion velocity of the initial flame is laminar, and the cycle-to-cycle
variations in flame convection are the main cause of cyclic fluc-
tuations in combustion. For other authors [63], the initial kernel
of the flame is affected from the outset by the smallest turbu-
lence scales, and it is the cyclic differences related to turbulence
which explain the cyclic dispersion in combustion. The turbu-
lent character of the flame which is wrinkled from initiation was
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pointed out by Baritaud [66], as shown in Figure 19. The use
of these images enabled him to demonstrate the existence of a
critical diameter of the initial flame, about 2 to 3 mm, at which
the propagation velocity drops to a minimum (Figure 20).

This minimum is especially pronounced at low engine
speed. This result is perfectly similar to the one obtained by
Champion et al. {67] who conducted a theoretical investigation
of the initiation of a laminar flame. Lim et al. [68] investigated
the growth of the initial kernel of a laminar propane/air flame
over very short time intervals (< 1.6 ms). They found that the
propagation velocity of the initial kernel decreased steadily after
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the start of the electric spark and reached a constant value, lower
than the propagation velocity of the steady-state flame after 1
ms. It is striking to observe that this time corresponds fairly
closely to that for which Baritaud [66] observed the minimum
propagation velocity of the initial kernel, the subsequent rise in
propagation velocity being observed for times longer than 1.6
ms. All these observations, both theoretical and experimental,
demonstrate that the initial phase of flame propagation is first
dominated by the energy released by the electrical discharge,
and then by a complex process of acceleration toward a steady
state, in which the flame supplies its own energy required for its
growth.

This transient phase in which the flame is extremely frag-
ile is very important. For a spark ignition engine, turbulence
plays a very important role in this subsequent acceleration pro-
cess [66]. A defect in this process, due to heat losses at the
walls, for example, could lead to the extinction of the kernel,

which finally corresponds to an ignition defect. Cyclic varia-
tions in turbulence may also lead to significant eyclic variations
in combustion ’initiation time’,

These physical processes are obviously very complex and
dominated by their highly unsteady character [63]. This explains
why no models are available today for correctly predicting the
behavior of the initial kernel, and especially the effects of extinc-
tion and cyclic variations. Depending on the author, emphasis
is laid on one or another of the important parameters. Lim et
al. [68] mainly consider the energy effect of the electric spark,
Pischinger et al. [69] that of the laminar flame velocity and heat
losses at the walls, for example. For Blizzard and Keck [70] and
Tabczynski et al. [71], the initiation of combustion is controlled
by the Taylor scale of turbulence and the laminar flame veloc-
ity. In the model of Abraham et al. [72], the effect of transition
from laminar combustion to transient combustion is taken into
account in a virtually phenomenological manner. Things are
much more complicated in reality, and include complex interac-
tion between all these mechanisms.

The modelling of combustion in the development phase
appears to be easier, as we approach a steady-state process.

The problem of modelling combustion then essentially
concerns the determination of the production term of species
mass and energy in the averaged equations, or the average chem-
ical reaction rate < wp >.

For example, for a simple reaction:

F+0 — P

. T
<Wp > =< —k,YEYSeap (—-—7{1) >
where k, is a constant, Yg,Yp are the concentrations of
species F and O, T4 is the reaction activation temperature, a

and b are constant coefficients.

The determination of < wp > is very difficult due to the
highly non-linear character of this expression. Replacing the
terms Yr, Yo and T by their averages < Y5 >, < Yp > and
< T > is generally not justified for fuel oxidation reactions at
high temperature. However, some attempts have been made in
this direction [57,73] but have proved relatively unsuccessful.

An interesting method proposed by Bray [74], O’Brien
(75] and Borghi [61] consists, for example, in calculating the
probability density function (Pdf) of each of the variables:
P(S’F,Yo,T) and

<op>= /// Gp. P(YF, Yo, T)dYrdYodT

The Pdf can be calculated either by a specific transport
equation or one presumed a priori [74, 61]. If a simple rela-
tionship exists between Y, Yo and T, the Pdf is reduced to a
function of a single variable, such as Y, the fuel concentration.

If the chemical reactions are assumed to be infinitely fast
compared with the characteristic time of turbulence, < &p > is
reduced to a very simple expression [76] similar to that of the
Eddy Break Up model proposed by Spalding [77]:

Ve Ve
<op> = c(i,f:) (1_2,11)
Fo FQ

where Y is the local fuel concentration, ’F, is the initial fuel
concentration, 7 is the characteristic turbulent mixing time, C
is a constant,.



Pinchon et al [78] used this model and found fairly good
agreement between the positions of the calculated and measured
flame fronts in a transparent engine (Figure 21), but, after hav-
ing fitted the constant C to the case concerned. Naji et al. [79]
propose a slightly modified e’xpression to take account of the
chemistry through the ratio %:

3 4.4 Yr Yr _
<op>=C |1+ —= .-——(1———-—) !
“r ( It 3—) Y\ ")

For the sake of comparison, the combustion model of
Abraham et al. [72] which simulates the growth of the initial
flame radius towards the totally developed flame, displays a sim-
ilar level of simplicity but incorporates many calibration param-
eters. The rate of variation of the mass fraction of species i is
calculated as follows:

e,
dt

where Y; is the mass fraction of species ¢, Y;* is the mass
fraction of species ¢ at thermodynamic equilibrium:

= ~(Yi = ¥7)reg

Teg = T1 + th

where 77 is the characteristic chemistry time and 7 the charac-
teristic turbulence time. Coeflicient f is used in the initiation
phase.
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This model was used success{ully to model combustion in
an engine [80]. In particular, the evolution of pressure measured
in the engine accurately corresponded to the predictions of the
model for a number of operating points.

Let us return to the expression of < wp > calculated using
the Pdf presumed with a single variable Yr. For non-infinitely
rapid chemical reactions, the determination of the Pdf, P(YF),
requires the consideration of two transport equations for < Yp >
and its average fluctuation < Y2 >.

The equation in < Yé? >, denoted _1-/—'-2—, is written as fol-

lows [79]:
0 =5, 0 (=5
FPF * g, (PEY7)

) R o¥F OYr —
= — | Dy=E | + 25D ——. -p 2pY L,
c')a:,-( tf)m;)+p e Oz; Per + 2p¥pWp
where ¢p is the dissipation rate of concentration fluctuations
< Yz? > and can be modelled in the form:

Y2 4,4
ep = CE {1+ ———
F 2 ( 1+31,;7>

The consideration of complex kinetic schemes neverthe-
less requires the determination of Pdf with several variables
P(Y;,Y;,...,T), which can be achieved relatively simply using
Lagrangian models [61].

Flamelet models offer an interesting alternative to the
foregoing approach. The basic idea of these models is to con-
sider that the reaction zone consists of a group of laminar flames.
The main advantage of this approach is to split the chemical ki-
netics calculations which may be extremely complex from those
connected with the interactions of the flame front with the flow:
wrinkling, convection etc. The Coherent Flame Model [81], for
example, displays highly interesting characteristics. The aver-
age mass consumption rate of species i per unit volume w; is
calculated as follows:

where:

where VD,. is the average volume consumption rate of
species 1 per unit flame area, p is the gas density, X, is the
average flame surface density per unit volume.

Vb, has the dimensions of a propagation velocity and de-
pends on the fuel, the fuel/air ratio, the pressure, the tempera-
ture and the stretch rate ¢,. This information is available in a
data base.

£ is calculated using the following transport equation:

8 B

5 Pr) + ¥ (L ju)

K 3 . Q &2

= V(L VS, + aepl; - ft——F
(”Ef f) b ﬁ(—a’lh/)‘p-YF /

where @ is the rate of heat release per unit $s, Ahy is the
enthalpy of mass formation of the fuel, Yr is the mole frac-
tion of the fuel in the fresh gases, « is a coefficient related to
the production term of %y, g is a coefficient related to the
disappearance term of Y.

A variant of the coherent flame model was installed in
KIVA and used to model combustion in a spark ignition engine
[82]. The results showed that this model correctly predicted
the tendencies of variations of the global heat release rate as a
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function of fuel/air equivalence ratio, ignition timing and engine
speed. The Figure 22 shows heat release rate variations from a
reference case (fuel/air equivalence ratio: 1, engine speed: 1200
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Fig. 22 Global heat release rates in an engine
computed using the Coherent Flame Model.

a) Mesh

b) velocity field
(20 deg BTDC)

Fig. 23

r.p.m., spark timing: 40 c.a. deg.) when the parameters are
varied. Note that at 2500 rpm, the ignition timing was set for
maximum engine thermal efficiency.

Modelling of Diesel combustion

Combustion in Diesel engines is comparable to that of
diffusion flames. The analysis of the physical mechanisms in-
volved and that of the different models available would lead to
a discussion of the same type as the one devoted to the spark
ignition engine. We shall restrict ourselves here to mentioning a
few examples of applications which led to relatively satisfactory
results. The chemical reactions leading to auto-ignition can be
described fairly simply by chemical kinetics schemes with one or

-more steps [83,84,85].

The model of Hjertager and Magnussen [86] appears to be
the most widely used [83,85,87,88,89] to describe the combustion
phase controlled by diffusion. Figure 23 provides an example
of application to the automobile precombustion chamber Diesel
engine [85].

CONCLUSIONS

The mathematical modelling of flow and combustion in
piston engines is the subject of expanding development work,
Similarly, the models are becoming more and more efficient, and
are now being used to optimize the combustion chambers of pis-
ton engines. This is because, even if the models currently avail-
able still display many defects and are still not totally predictive,
they are already capable of providing very appreciable aid to un-
derstanding.

Combustion in a piston engine involves combined physi-
cal mechanisms which are so complex that it appears impossible
to simulate them all with an equal degree of accuracy. Hence it
is extremely important to state the problem correctly and, es-
pecially, to establish accurately the objectives set by modelling.
The type of model and the level of simplifications must therefore
be selected in accordance with the objective. On the other hand,
the model developed will only be valid for a limited number of
applications.

Computer models cannot be developed independently of
experimental investigations on the same subject. Experimental
investigations play a dual role: aid to understanding and valida-

Above 2500 K
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1850 - 2150 K
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1200 - 1500 X
Below 1200 K

CENENN

c) Isotherms (5 deg. ATDC)



tion. Certain mechanisms occurring in engines are so poorly un-
derstood that it is impossible to establish the basic assumptions
necessary to construct a realistic physical sub-model. In this
case, detailed experimental investigations, especially dedicated
to the study of these mechanisms in conditions approaching
those found in the engines, could make for considerable progress.
Moreover, validation experiments are necessary to qualify the
performance of the methods and numerical algorithms used, and
to assess the validity of the physical sub-models.

The choice of models of turbulence, heat transfers and

combustion is always a matter of compromise, usually limited
by computer performance in terms of storage capacity and com-

puter time, especially for complex geometries of combustion cham-

bers of actual engines. A few examples of applications shown
here nevertheless demonstrate that, despite all the above reser-
vations, it is possible, in many cases, to use relatively simple
computer models to reproduce many performance characteris-
tics observed on engines.
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